Mansoura Engineering Journal, (MEJ), Vol. 32, No. 4, December 2007. E. 65

NEURAL NETWORKS BASED DATA MINING
TECHNIQUES

G gbal bltiud 4487 e saaina) dysand) CASLY

M.ILAbdalla
Faculty of £ng., Zagagig Univ., Egypt. Mabdallal3356(@hoatmail.com

23 padla

Wi palt i) pnn Adlaiin 5 a5 A4S0l e 53 ga gal) a3l gall Slacl 6 50 daadll 50l 5l An s

A0 g pgd B Lgaladind G5 e g A B JBA e A jee JaliEd 4 alSia O jels a8 gelt 03g0

L sall pe Aol O3 (o @ gt A asiall o sy il

3 pgnteal bl JOA e ad gall G 0 3 Je b il Gasl g dsuanll USAEN e e g8 Canall B 208
52t ddas Qg Lancad sl o L (o Sladiall oo e sans M pptiadl 291
AU Bae 18 e Agsaall IS 038 (a5 DA 0 ASaAN Ae U g ehol iy paiieall <iatl)

ABSTRACT

The rapid increase in web sites has created large volumes of data in web
environment, which generates a problem of how to extract and gain useful
knowledge from such data. Extracting such knowledge helps to discover,
understand and predict user behaviors based on his interaction with the website.

This paper introduces two neural network based systems, one for web visitor
recognition according to their web logs pattemn, and the other for web visitor
classification according to the visited pages. This will introduce rapid services and
save user time with web through a database connected to these neural networks.
Such system can be used to improve efficiency and effectiveness in searching for
information on the web. .

Complete architecture of the networks is given based on supervised and
unsupervised learning paradigms. Experiments have been carried out in order to
validate this approach.
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1. INTRODUCTION

With more than two billion pages

contributed by .millions of web page
authors and organizations, the world wide
web is a rich knowledge base. Such
knowledge can be used to improve
efficiency and effectiveness in searching
. for information.
The web size and its unstructured and
dynamic content, as well as its
multilingual nature make the extraction of
useful knowledge a challenging research
problem. The paper is organized as
follows. Following this introduction data
mining, data mining techniques, data
sources, and machine learning for web
mining are given in the introduction.
Feature extraction is introduced in section
2. In section 3 the competitive neural
networks is discussed. Results and
discussion are given in section 4.
Conclusion is presented in section 5.

1.1 Data Mining

Data mining deals with the discovery of
hidden knowledge, unexpected pattern
and new rules from large databases. Web
mining is the application of innovative
data analysis method. The concept of web
mining is not limited to the data analysis
task, but also includes collection, pre-
processing and interpretation of data [1i-
8]. Web mining is divided into three
categories: web content, web structure
mining and web usage mining.

Web content mining refers to the
discovery of useful mnformation from web
content. This usually consists of, but not
limited to, text and graphics {9,10]. Web
content mining aims at supporting the
internet user in finding information from

websites by relevant
information.

Web structure mining aims at the
generation of information concerning the
structure of interesting web sites. It can
be viewed as creating a model of the web
organization by classifying web pages or
creating similarity measure between
documents [11]. Several web structure
mining algorithms have been developed
to address this issue as page rank and
HITS algorithm [9, 12].

Web usage mining means using data
mining techniques to analyze search logs
or other activity logs to the discovery of
usage patterns from web data and
discover useful knowledge about the
system usage characteristics and the user
interests [9].

filtertng  the

1.2 Data Mining Techniques

In this section, data mining algorithms
that have been developed for large
databases are briefly described. Pattern
discovery draws upon methods and
algorithms developed from several fields
[9].

Statistical analysis techniques are the
most common method (0 extract
knowledge about visitors to web sites. By
analyzing the session file, one can
perform different kinds of descriptive
statistical analysis (frequency, mean,

" median) [9].

Association rules refer to sets of pages
that are accessed together with a support
value exceeding some specified threshold
[9]. Clustering is a technique to group
together a set of items having similar
characteristics. In the web usage domain,
there are two types of clusters to be
discovered: usage clusters and page
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clusters. Clustering of users tends to
establish groups of users exhibiting
simifar browsing pattern. While clustering
of pages will discover groups of pages
having related contents. This information
- s useful for Internet search engines.
Classification is the task of mapping a
data item into one of several classes [13,
14]. The extraction of the features that
best describes the properties of a given
class or category 1s  required.
Classification can be done by Bayesian
classifiers, K-nearest neighbor classifiers
or decision tree classifiers. Santosh K.
Rangarajan, Vir V., and S. S. Lyengar
have developed a clustering algorithm
that groups users [{5]. Their algorithm is
based on adaptive resonance theory with
accuracy of 97.78% .
1.3 Data Sources
Data sources used for web mining
analysis could be captured and collected
from different sources. These sources can
be classified as[11]:
1} Server-side collection (Web log
files - Query data- Packet sniffing)
A web Server log 1s an important
source for performing Web Usage
Mining. The data recorded in the
server logs reflects the access of a
Web site by multiple users. These
log files can be stored in different
formats.
2) Client-side collection {Cookies).
3} Client-side application (remote
agents-browser ( personal agents)).
4) Proxy servers.
A Web proxy acts as an
intermediate level of cashing
between client browsers and Web
servers.
5) Organization database.

1.4 Machine Learning for Web Mining

Machine learning algorithms can be
classified as supervised or unsupervised
learning. In supervised learning, training
exanmples consisting of input/output pair
patterns. The goal of learning algorithm is
to predict the ouiput values of new
examples, based on their input values. In
unsupervised learning, training examples
contain only the input patterns and no
explicit target output is associated with
each inpuf.

Many different types of peural
networks have been developed among
which the feed-forward /back-propagation
model is the most widely used. Back-
propagation networks are fully connected,
layered, feed- forward network in which
activation flow from input layer through
the hidden layer and then to the output
layer[16-19].

The network usually starts with a set
of random weights and adjusts its weights
according to each learming example,
Other popular neural network models
include Kohonen’s self-organizing map
and Hopfield network. Self-organizing
maps have been widely wused in
unsupervised [(earning, clustering and
patternt recognition [20-22].

2. FEATURE EXTRACTION
2.1 Data Collection

The experimental log file data has been
captured by the sever of the Information
System of Mansoura University Center as
shown in Table [.The total size of raw log
files involved in the experiments was [04
MB. The total number of records
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(total number accessed the server) is
349183 records. The duration of
experimental data collection was 45 days
from 15/2/2001 to 30/3/2001.

2.2 Data Processing _

The first stage of data analysis is data
processing, which divided into two sub
stages data filtering and Pattern
identification. '

2.2.1 Data Filtering

Data filtering aims at reducing the size

of the row data (the web log files), hence
extract and form pruning data files for the
next sub stage of data processing. The
original web log file f contains 1] fields
(date / time/ c-ip / cs-username / s-ip s-
port / cs-method / cs-uri-stem / cs-uri-
query [/ sc-status /cs(User-Agent)) as
shown in Table 1.Theses fields reduced to
only (4) fields (date / time/ c-ip/ cs-uri-
stem) as shown in Table 2.
Firstly, data is filtered according to Ips.
Total number of distinct IPs (different
users accessed server) is found to be
5475. The number of access of distinct
[Ps on server is in the range (1- 9564).
The number of access of distinct IPs on
server >700 times is found to be 107 IPs.
The number of access of distinet IPs on
server > 1000 access is found to be 52
IPs.

Secondly, data is filtered according to
URLs. The total number of distinct URLS
has been accessed on server is found to be
4630. Number of URLs with extensions
(htm- html) after removing requested
URLs with extensions (gif, jpeg, jpg, ¢ss,
swi, exe, ect), characters (- , /, ++) and

pages not belonging to  server
pages(www.pubmed.com
;2 www.google.com} is found to be 2996.

Number of request for different URLs on
server range (1- 84973) . Number of
request for different URLs on server >306
request is 1000 URLs. Number of access
for different URLs on server > 1000
request 1s 41 URLs.

Number of URLs after removing
requested URLs <10 request is 507 pages.
Number of URLs after removing
requested URLs <100 request is found 1o
be72 pages. Number of URLs after
removing requested 100<URLs <1000
request 1s 63.

The study will work on (52) distinct IPs
which access server > 1000 time, and (63)
URLs which requested between (100 <
URLs <1000} request.

2.2.2 Pattern Ldentification

Pattern identification sub stage using
extracted pruning data from data filtering
sub stage is to identify, group and extract
features of selected users and requested
site pages(URLs) in a form of vectors,

“used at pattern discovery phase, which

use (Supervised/Unsupervised) neural
network to creates meaningful clusters
for users and site pages(URLs) as shown
in Table 3.

To get the feature of input pattern for
classes of users, the data is analyzed and
it is found that :

Numbers of IPs have Requested Different
URLs > 90 request is |1 IPs and.
numbers of IPs have Requested Different
URLs > 50 request is : 20IPs.
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Numbers of [Ps have Requested same
URLs = [ request( defaut.asp) is 6 1Ps.
Patterns identified for (20) IPs which
have Requested URLs > 50 request are
. used to train the supervised neural
network for visttor recognition.

To, get the feature of input pattern for

classes of URLs according to visitors, the

data is analyzed and it is found that:
numbers of  IPs have Distinct
Requested URLs > 30 request is 12
IPs.
numbers of  IPs have Distinct
Requested URLs > 20 requestis 24
fPs.
numbers of
Requested URLs
request i1s 7 [Ps.
numbers of  IPs have Distinct
Requested URLs = 0 request 15 7
[Ps.

[Ps have Distinct
0<URLs< 10

Patterns identified for Distinct Requested
URLs from (63) URLs accessed by each
distinct 25 IPs is used to extracted input
pattern for unsupervised neural network.
If the IP access the page, it will be coded
as | in the input vector while if IP does
not access the page, it will be coded as 0
in the input vector. ’

3. COMPETITIVE NETWORKS

When presented with a pattern X with
binary-valued features, MAXNET [23,
24] classifies that pattern as belonging to
class C; on the basis of the Hamming
distance between the class exemplar and
the input pattern X; that is, decide X € C;.
if Hamming distance (U; , X) < Hamming
distance ( Uy, X)

foralt k=1,2...M K& (1)

where U, is the exemplar for class j.

In other words, X is classified as
belonging to class | if the Hamming
distanice between X and the class
exemplar for class Cj is smaller than the
distance from X to any of the other class
exemplars.

The Hamming distance between X and
exemplar U; is simply N minus the sum
of the product of the corresponding pairs
of feature values; that is [23]:

Hamming distance :

X W=~N-20U,X O

Where N is the number of features in the
pattern. This quantity is precisely the
number of instances in which the
corresponding feature values in Uj and X
do not agree.

The architecture of a MAX NET is shown
in Fig.l1. The feature values of the class
exemplars are encoded in the weights Uj;.
For any pattern X, the feature values X
are made available to the input nodes.
These values are weighted and summed,
and the net input to the node j at next
layer i1s simply the numerical value of the
number instance for which the input value
agreed with value of the weight on the
connecting link. These matching scares
are presented as input to the MAXNET
subnet nodes. Fach of these nodes is
weighted and interconnected so as to
maintain its own value and to attempt to
suppress the other. That is, MAXNET
eventually picks that node for which the
matching score is the largest. This action
is equivalent to MAXNET picking that
node for which the Hamming distance
between X and the class exemplar is least.
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The activation function for the MAXNET
is
f(x) =x if x>0
=0 otherwise (3)
Let Wi be the connection weight
from node j to node k.
The procedure is as follows:

Step 0:
Initialize activations and weight,
(set 0 <¢ < I/ M is the no. of
possible classes
ag(0) input to node Yy
W= 1 ifj=k  (4)
=-£ ¢k K=1,2,...... M
Step I:
while stopping condition is false,
do step 2-4
Step 2:
Update activation of each node for
k=1,2,....M
. (new) = flg, (old) - SZCL« (old)]

M#]  (5)
Step 3:

Save activation for use in. next
iterations
ax(old)= ap(new), K=1,2,....M

Step 4:
Test stopping condition.
{f more than one node has a
nonzero activation, Continue
otherwise, Stop.

4. RESULTS AND DISCUSSION
4.1 Visitor Recognition

The architecture of the neural network
for visitor recognition is given in Fig.2

The feature vector of the visitor has (6)
elements. So the neural network has (6)
input nodes. The number of visitors is 20
because the patterns identified for (20)
IPs. This number can be coded in 5 bits,
so the neural network must have (5)
output nodes. Different numbers of
hidden layers with different number of
nodes have been investigated to obtain
the proper numbers. One hidden layer is
found to be sufficient to reduce the error.
The second hidden layer did not reduce
the ervor significantly. The neural
network with 6, 12, 30, 60, 90 nodes in
the first hidden layer has been
investigated.  The proper of number
nodes of the first hidden layer is found to
be (60).

After training the neural network using
back-propagation algorithm, the network
parameters have been adjusted and
calculated. Fig. 3 shows training error of
neural network. Data is divided into two
set. The first set 1s used for training the
network to adjust the network parameters.
The other set is used to test the neural
network. After testing the network, it has
recognized the users with accuracy of
90%.

4.2 Visitor URLs Classifier

The architecture of the unsupervised
neural network for user URLs classifier is
given in Fig.l. The Maxnet algorithm
given in section 3 is used to train the
network. Number of input nodes is (63)
because patterns identified for distinct
requested URLs from 63 URLs accessed
by each distinct 25 IPs. 25 IPs can be
coded into 5 bits. So, the unsupervised
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neural network has (5) output nodes.
After training the network, it classified
the user URLs into classes. Each class
contains some users. This classification
helps to load these URLs pages just the
system recognizes the wuser which
improves the efficiency of the web. Fig. 4
tllustrates the numbers of classes with the
numbers of user in each class. Neural
networks can be connected to database
system to improve and facilitate the web
search just it recognizes the users without
errors.

A proposed system is developed to
improve and enhance the web searching
using the unsupervised neural network as
shown in Figure5. When an old user
requests a web site (home page), the
Proxy server extracts the user pattern
from web log files which is fed to the
neural network to recognize the user.
Using this information, database server
can prepare and load the URL pages for
this user. If a new user requests the web,
proxy server extracts its URLs and can
predict its cluster using the unsupetvised
neural network to introduce a fast service
in the next time using the web.

Figure 6 illustrates a proposed system for
updating the clusters of old users based
on its new input pattern. The database
server extracts the user pattern. This
pattern is fed to the unsupervised neural
network which classifies its class.

For new user, database server extracts
features and the supervised neural
network recognizes the user to load its
URLs and save to database.

5. Conclusion

This paper presents an approach for using
neural network to analysis web logs files.
Such analysis could be useful for many
application  like  prediction  and
enhancement search for user sites. A
proposed system based on neural network
is introduced to improve and enhance the
web searching tool.
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Fig.6 Proposed system using supervised ANN.





