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Abstrack:

Neural network—based learning is an esseantial part of any
Lntelligent system and is an inherent property in artificial
Neural Network (ANN) models. Recently, artificial neural network
models have begun Lo emerge as powerful teoolz for learning.

Neural networks are designad and applied to the claszifica-
tion of isolated Arabic characters. We have studied the ability
of networks to correctly classify both training and testing
examples. HMultilayered neural networlks were brained to classify
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the characters using the error backpropagation learning algo-
rithm. Noisy characters could be efficiently recognized. In this
paper we evaluate the performance of the backpropagation Lech-
nigue an recognition of Arabic characters. Results indicate a
high percentage of correct recognition and fault tolerance capa-
bility. The most effective number of neural network lavers and
the number of units in the bidden layers are conducted through
extensive experimental work on isolated Arabic characters. Fur-—
ther research for recognition of connected hand written charac-
ters is going on.

1. Introduction:

Artificial neural networks is a pramising area of research
in computer science and enginearing and represent a fundamerntal
shift in computer architecture and gperation. The inspiration for
neural network technologyy came from the study aof the stiructure of
‘brain tissue. The neural network computer syolemns possses  some
very useful propertiss:

- Massive parallelism

- High interconnectivitby

- Bimple processors

-~ Distributed representaticn

- Fault tolerance

-~ Collective computation

- Learning capability

- Self organlization: i

- Salf calibration by avtomatic adjustment for nonlinearily or
drift in systom.

~ Specialization in a specific task

- Generatization {(Flexibility)

- Robustness (noisec Immunity)

- Applicability in poorly understood or experimental domains

The value of AMN technology includes its usefulness Tor
pattern reccgnition, learning, classificatiun, generalization and
abstraction, and the interpretation of incomglete and nolisy
patterns. A natural overlap with traditional AI applications is
thus in the area of pattern recognition for character, speech,
and viswval recognition [1-11].

Pattern recognition techniques have been successTully ap-
plied for Arabic character recognition. While these techniquaes
can produce an accurate ciacsifier, ths process of selectling
features is often uncertaln, and the procedure is time consucing.

“Moreover the resulting classifier is often compukationally com-
piex Lo the point of prohibiting real-time processing for on-line
applications [2].

in recenlt years, neural networks introduce a new compula-
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tional paradigm for learning algorithms and pattern classifica-
tion bazed on automated learning procedures Tor massively paral-
lel netwarks of simple processing elements. New learning algo-
rithms for neural networks have recently appeared [1-4] and have
sbimulated their application to new problem arcas.

Neural networks arce efficient for optical charactecr recogni-—
tion not only because of their high computational speed but
because they are capable of automatically discovering features
and patterns of interrelated features which serve to separate
nearly similar classes. Further, as a conseguence the learning
procedure is capable of producing a classifier which 1s capable
of generalizing to new character styles. Automatic feature dis-
covery and generalization capabilitiez are essential for a2 clas-~
sifier which must prdcess variable font types and styles where
the characters vary from one person to another.

This paper discovers the power of neural networks for solv-
ing the problems related to Arabic character recognition. Results
show that a three layer network can perform as good as a human
observer. Expcriments show the effect of varying both the number
of hidden layers and the number of units in a hidden laver on the
performance of the recognition problem. The following section
describes Lhe neural networl model, network design and the learn-
ing algorithm used in the study. The third section describes the
rlassification experiments and present experimental results. The
‘ourth section discusses strategies for learning and improving
the network generalization. Section Five describes Lhe presenta-
Fion of Arablc charackers to the Lnput layer. The sixth section
1ptroduce5 the negural network siwmulator and its user interiace.
Fl?ally Lhe paper conclude=z with a brief dizcussion of the re-
sulLs. .

Z. Neural network.architecture:

The process of designing a neural rnetwork consists of three
major parts: problem definition, architecture decsign, and imple-
mentation. These parts are sequenkial and iterative. The neural
network used for classification of Arabic characters was composed
of three layers of processing elements [Fig. L] that performed
nonlinear transformation on 1ts summed inputs and produced out-
puts between 0.0 and 1.0, The output of the ith unit is computed
by summing all of its weighted inputs Y3y as follows:

Xi07 L3 Y3 Wi e (1)

where_w‘i is Lhe welghl from the jth to the ith unit. The zigmoid
functlLioh i3 then applied to Lhe result of this summalbion:

vy = L/ e %)y (2)

The input layer (sensor neurons for data acquisition) of the net-
work was muade up af S6 unibs, cach clamped to a sangle character
bit of the character Lo be classified. The number ol output
unNits waz arbitracily set as one. The state of Lhe oubput unll
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tepresents the class of Lhe character presented to the iaput
layer. An intermediate hidden laver allows the network to
azsign Lhe inpul pattern to the appropriate output class.

Luput Paliern

0 i 1 1} TRV TA RO =T e - S 1] 1 1 q

Input fayer

Hidden Layer

Quipul layer

5

Patlern class

Fig. 1. Neural Networle Archileciyre

The hidden layer represents domain knowledge in encoded form.
The connecticrs betwgen the different neurcens measure the degree
of correlation between activity levels of neurons they connect. A
schematic of the architecture is shown in Fig. 1. Since the
network architecture must be adapted to the application, one has
Lo optimize the weights Tor a given architecture and the number
of. lavers and the number of units oer laver.

3. BPattern classification capability of AMNNo
The input potterns could be classified by partitioning the

input space with hyperplanes [4]. A single hidden laver pormits
AMD aperations of the halT spaces formed by the hyperplanss of
the first laver of weights. A second hidden layer can QR the
convex region. to produce arbitrarily shaped regions with concav-—
ities and ho:es. Thorefore, two hidden lavers are sufficlent to
form regions or zlusters of any shape [4] but not necessary. A
single hidden layer is proven sufficient for the purpose of
Arabic charactieirr recognition.

4. Back propaagation learning algorithuo:

A practical neural-nziwork-based leairning chacacter reconni-
Lion system is described, which is applicable to different stand-—
ard character styles and font types.

Backpropagatiaon 1= an 1iterative learning technique whose
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convergence 13 highly problem dependent. For ecach learning
cycie, the input layer was clamped to the lexicographical bit
pattern of a character from the training set. The activity of
each unit was propagated forward through each layer of the net-
wotrd. using (1) and (2). The activity at the output layer was
compared to the desired output, and an error for each cubtput unit
was calculated as Tollows:

E = 0.5 5. %5 (v ¢ = 05 )% crrirmiii i ()

where ¢ 1% an index over cases (input-output pairz), 1 i= an
index over outpub units, y is the actual state of an output unit,
and d is the desired state. The learning procedure minimizes E by
performing gradient descent ia the weight space [11].

The error term of equation 3 is used for updating welghts accord-
ing to the layer cdealt with. The weight update equation for the
output layer 1z defined by (4]

o . .- o -
WOy 5 (£41) 20 5 () 4a8% L 55 o (4)

The hidden layer weights are updated according to the following
equation [4] '

h h

- h Py
w ji(t'l‘l)-w ji(t)'-i—ao Dj ><i .......................... (5)

There are many different varliables that affeclk the learning time:
1) the number of units in bolh inpul and oulpul layers

{2) the number of hidden layers

(3) the number of units in each hiddcn layer

{(4) the fan—-in and fan—-out of hidden units

(5) the number of patterns in the training =et

{6) Lhe learning rate (see Fi19. 2)

The effect of the number of units in the hlidden layer on the
number of learning cycles oand consequently on the learning time
i shown in table L.

Table 1.
Mo. of units Mo. of learn cycles
2 257900
4 264000
8 326800
16 282800
3z | 108700
56 :’ 100400
& ] 023100

—_ i

Experiments showed that increasing the number of hidden wunits
decreaszses the learning time monotonically sfter reaching a cer-
tain peek value (&8 units in this case).



E. 46 Dr.A.T: ALAM ELDIN

T T T T T T R T T T T T T T T T n 203
164 204 300 ELels g

#e, of Lesrning Cyeles

Fig. 2 Relation between no. of learn cycles and percentage
of correct classification (Pcc). for different learning rates

2. Character presentation to the input layer:

Characters are inpul Lo the system in a lexicographical
ordering of he binary bit array representing Lthe character.
Different sets of alphabetic characters were introduced to the
network. A single hidden layer network 1is found to be
sufficienL .

One characteristic that is often desired in pattern recogni-—
tion problems 1s invariance oT the network oufput to changes is
the position and size of the input pattern. Various techniques
Jhave been used to achieve tranglation, rotaticon, scale and time
invariance [L]. Our method involves including in the training set
several examples of each exemplar transformed in size, angle, and
position, but with a desired response that depends only on the
ariginal exemplar.

6. & Neyral Network Simulator:
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Neural Network For Arvabic Optical Character Recognition (AOCR}

Quiput Resuils

i Classification Time

Iuput : 10027367055400 R Start time is 9:38:22
Actual Quipnt 0.9901 S nd time is 9:39:9
Desired Quput : 1.0000 s Llapsed Gime 0:00:47

Pois) Hour mulliplier 0:00

Classification Resulls
Character No, 24

Leaen Phase Interval 0
Nu. of trials : 138350

AR
ol 37 [ W2 R

Precentage of correct classification = 100.0¢ %

23 O A e Y

" 4, ‘-"._.J‘.ll
Autlior : Dr. Eng. Ahmed Tolba

Figure Z. User interface to the neural networlk Simulator (NARCR).
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Figure 4. Patterns that
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An artificial Neural Network Simulator for Arabic Character
Recognition (MNACR) wasz developed and is used in research into
classification of image data, speech data and gas data. The ANNS
was 1mplemented on a 50 MHz 484 EISA machine. The ANNS pro-
vides a flexible tool for designing of different network archi-
tectures and fTacilitates the interfacing of sensory data of any
source with the input layer. A user-friandly interface makes it
possible to design a neural networlk by inputting the number of
naurons in the input layer, the number of neurcons in the hidden
laver and the number of learn cycles. An important topic which is
considered is the capability of saving the weighting and bias
matrices after a user-specified number of learn cycles to accumu-—
late the learning results along the learn period. The percentage
of correct classification for different numbers of learn cycles
is stored in a disk file to reflect the behavior of the networic.
The 1learning rate could also be adjusted adaptively with the
percentage of correct classification approaching hundred percent-—
age. It is possible also to estimate the elapsed time in both the
learning and classification stages. The ANNS consists of inde-
pendent modules equivalent to the learning phase and the classi-
fication phase. Options are given to select one of two possible
learning states: learning for the first time or continuation of a
previous learning epoch. The first state involves initializing
both the weighting and blas matrices with random wvalues. The
second state involves uploading the previously stored weighting
coefficients and biasing wvalues for further learning. Figure 3.
shows the user interface =screeon to the ANNS.

7. Experimental results:

The presented neural network for Arabic character recegni-
tion {NACR) was trained to recognize isclated Arabic characters.
Figure 4 shows z number of patterns that were correctly identi-
fied by the system. HNotice that identification occurs aven wihen
the patterns are distorted or degraded with nolse.

an important property of a given neural network is that iC
always converges to a stable state. Table 2 shows the number of
learning cycles, desired outputs and actual gutputs for-different
numbers of hidden units. These results indicate the convergence
of the network behavior at different numbers of learn cycles.

8. Conclusions:

The experiments presented involved learning the neural
network to recoghize isolated Arabic characters. Digitization
noise and difference of character siyle have no effect on the
system performance. As a result of this feature (generalization),
Arabic character network-based learning recognlizer is sasy to
dasign to accommodate writer changes.

The neural network based charactar recognizer being de-
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veloped is trained to represent the =ystem characteristics,
making it applicable to noisy characters of different styles. The
experiments presented in this paper demonstrate that practical
real-time Arablic character recognition using neural network
iearning technigues to develop nonlinear mappings and sensor data
processing can bec impleméented using low-cost microprocessars and
practical amounts of memory. The required computationz increase
linearly with the number of input wvariables.

Table 2.
Actual Qutput
2 4 8 1& 32
Desired o/p
0.0417 Q.0403 G.Q417 0.0422 ¢.0416 O_ 0412
¢.0833 0.0811 Q.0833% G.0833 0.0833 0.08x2
0.1250 Q1277 Q0.1251 O0.1251 0.1251 0_.1251
C.L667 Q.1589 Q.1667 0_1666 0.1666 0.1660
0.2082 Q.2124 Q.2083 O.2083 Q0.2083 ¢.2084
Q.2500 Q.2594 0.2500 0.2499 0.2500 G.2501
Q.2217 0.2953 0.2917 Q.2917 G.2918 02919
O.3333 O.3537 0.3334 Q0.3333 0.3333 0.5336
0.3750 0.3752 0.3750 Q.3750 Q.3750 O.3753
O0.4167 0.4176 Q.4167 0.4167 O.4laé Q4167
G.4583 0.4583 0.4584 0.4583 C.4583% 0.4585
0.5000 0.5014 0.5001 0.5000 0.5001 0.5003
Q.5417 0.5417 Q.5417 0.5416 G.54146 0.5418
Q._5833 0.5830 0.5834 Q.5234 G.5634 0.583
0.6250 0.6283 Q.a250 0.6250 0.86250 Q.6250
0.6867 0.6669 06666 0.6667 O.6666 0.6668
0.7083 0.7078 Q.7084 C.7086 C.70E3 Q7004
0.7500 Q0.7503 0.7500 Q0_.7500 0.7500 0.75Q02
07917 0.7926 G.7917 07217 0.7917 G _7920
0.8333 0.8355 0..8338 0.8337 Q.8338 Q. 8340
C¢.8750 0.8750. 0.B750 Q.3750 0.8750 Q.875%2
Q.9167 Q.9172" Q.9146 0.2147 Q.9L67 0.9168
0.9583 0.9406 Q.9583 Q.95 0.9581) 0.9575
1.0000 0_9%9C4 Q.9908 Q.93Q9 Q.9%10 0.990%4J
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