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ABSTRACT

Adaptive Delta Modulation (ADM) coeding Is an economical method of
digitally encoding speech slgnals. Itu is a one-bit differential codmg scheme
which compares the source signal x(t) te gn approximate signal L) which is
thea Increased oc decceased by a predetermined svep size. This step size s
adapced Jn proportion to the recent average slew rate of the Input signel.
For a glven average slgnal slope, there is an optimura step size which will
result In the maxlmum signal-to-quantisation noise ratio (SNR)q, and it is
desirable 1o adapt accordingly.

In this paper, dcsign and implemencation of the continuously variable
slope adaptive delta modulation (CVSD) are considered. To study the effiects
of channe! errors ond data encryptlon (scrembling) on the performance of the
system, @ channe! slmulator, nolse generator, ond encrypter/decrypter are
alsa deslgned ond coastructed. Cxperiments showed that che system pravides
bigh qualicy speech reproduction ot bit rates of 32 Kbps and 1SIB SNR on
\ransmission chonnel. Moregover, 8 good quality speech reproduction s
obtalned at 16 Kbps and 20d8 SNR on transmission channel.

The system reported here may be suvitsble for sccure military
communlcation, in a half-duplex mode, over nolse corrupted channels.

INTRODUCTION

An Important member of the class of diffecentinl wavelorm coders s
the one-bit or two-level differentinl pulsc code modulacion, known as dclta
modulatlon (DM) (1-7]. The property of oae-bit cadeword climinates Lhe necd
for word freming at the transmitter (Tr) and receiver (Rv), and makes DM
systems very attractlve for many classes of digital communication (e.g.,
mlllcary, power Ilimited satellite, land mobile choanels, ... ete.). The
simplicity of DM also moakes it an jmportant method for digital speech
storgge. -
In DM systems, the samplinog rste Is chosen to be many times the
Nyquist rate for the input signal. The elfect of a higher sompling rate is to
increase thc prediction gain by Incressing neighbouring sample correlations,
Therefore, the variance af the prediction error shauld Ve low, ond s rather
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crode quantiser (one-bit) can provide sacceptable performance.

In its simplest form, DM [2) operates on the basis of approximating
the inpuc signsl by a series of linear segments of constant slope. Such 2
coder is known as linear delta modolation (LDM) [1,3). Flg. 1, shows a simple
block diagram for this LDM system.

x{n) (ot o oonfr) e Cn)
._" _! 0 Al st lo |1mnncl

) Iranomlitter

> (n)
foam an. | gecoder o L L | 4n3lug
n) . Ddput

8)Reculvec

Fig. 1, Block Disgram of Linear Decltu Modulation

It can be seen (rom Flg. 1(a}, that the prediction error signal e(n) is given
as

eln) = x(n) - R(n)
a x(p) « x{n-1) ()

where x(n) Is the predlcted value of the input intelligence sigral x(n), and
xr(n) is thAe reconstructed  signmal. Note that, for noiseless channel
xMnJ=x (n), XMn)=x(n), and the codeword c(n)=c(n).

Let us deline quantisation error gs;

gla) = x.{n) - x(n) (2)
then, it can be shown that
eln) = x(n) - x(n-1) - qfn-1) (3}

Thus except for the quantisation error g{n-1), e(n) is a digital
approximation to the derfvatlve of the ioput signal x(n). The reconstructed
signal x.(n), csn now be expressed as .

xAn) = 4.sgole(m) + Xn)
= A.sgn(e(n)) + x(n-1) + q(n-1) (4)

where A §s 2 (ixed step size. Again, except for the quantisation error,
Eq.(4) s the digltal equlvalent of lategration, In the sense that It
represents  the nccumulation of positive and negative increments of magnitude A .
The principlc of LDM operation is shown in TFig. 2. The slgn of
prediction error e(n) determines the direction of change in x(n) by a step
magnitude A. The reconstructed signal x\r(n) must be lowpass filtered to the
orlginsl bandwidth to produce aa approximation to x(n). Moreover, Fig. 2



Monsoura Bngineering Jownal (MEJ) Vol. 16, No. 2, Dec. 199} £.41

shows two types of distortion caused by LOM. These are known as “slope
overipad” and “granular” distortions. The slope overload occurs when the step
size is too smnll to [cllow a8 steep segment of the Input signal, Granular
noise occurs as a result of quantising the signat to a step size A the
larger A is ade, the greatesr the granular nolise. This nolse becomes
excessive when the step size is very large compared (o the slope of the input
signal. When the input is zero (idle channel condltion), the output of LDM
will be 0 L 0 L O I .., and =as a result, the reconstructed signal wil)
alternate sbout zero with a peak-to-pepk verlation of A .

Granulaxr Noise

x(n) /

x(n-1) . —
v —Jx_(n)
8loppg — /. T
Overload . , -
Distortion xr(n 1)

Fig. 2, Principlc ol LDM Opcration

ADAPTIVE DELTA MODULATION

The performance of DM can be {mproved by using an adaptive quantiser.
A wide variety of adaptlve delca modulation {ADM) systems have been proposed
In the Jiterature {3,5,6,8). Most step size updating schemes are of the
feedback type in which the step size §s adapted at both the traasmitter and
the recelver on the basls of the transmitted bit steeam. The feedback
adaptation method malntains the advantage that no synchronisation of blt
patterns is rcquired (for a noisc free channels) since, the step slze
information can be derived from the codeword sequence {c(n)} at both the
transmicter and the receiver. The principle of operation and a general block
diagram for ADM are shown in Figs. 3 and 4 respectively. In Flg. 3, it is
shown that the varlable step size A(n} increases during a steep scgment of
the input slgnal and dccreases when the input s slowly varying. This
requires a suitable role for step size adaptation. In ¢his sectlon, we
fllustrate the wse of ADM through the sonalysis of one specific adaptatlon
algorithm. There are many other possibilities which can be (ound In the
lHteracure [t -« 9l

()

Cranular Noise

x{n) —
o) 5 :::T::%::jiil__lzzl_,_

Lk (n-1)

Slope ———
Ovexload
Distortion

Fig. 3, Principle of Adaptive Delta Modulation Operation
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Fig. 4, Block Diagram [for Contlnuously Variable Slope
Adaptive Delta Modulation.
a)Transmitter b)Recelver

The system considered here, known as continuously variable slope delts
modulation (CVSD) [6] is illustrated in Flg. 4. In this system the quantiser
adjusts its step slze A(n) based on the output bit sequence {c{n)). When
three consccutive bits of the same polarity are detected by the adaptstion
logic, the logic sets the control signal k(n) to one, and thus increases the
step size &(n) toward the maximum step size O, . Such conditions occur
when the coder is slope-overloaded. But, for the Input of nearly constant
level or slowly varying slgnal, three or more consccutive llke blts accur
(n(requently. When the adaptation logic does not detect the three consecutive
(ike bits, then the logic sets k(n) to zero to decrease the step size Afln)
toward the minimum step size in:

The step size sdaptation 13 concrolled by a time constant 1/2<(called
the syllabic time constant) which Is of the order of several milllseconds.
The syllablc adaptive DM algorithm adjusts the magnitude of build-up and
decay ofA{n) at 2 much slower rate compared with instantaneovs vaeriations in
speech signal. Syllablc adaptation Is sultable for spplications requiring low
sens{uvity to channel errors with speech quolity requirements below those
cequired for commercial communication channels.

lr‘ Fig. 4, the prediction of the Input signal is performed through the
delay 27" and the step size adaptation rule glven In [10] as

A (n)=Exp(- XT). A{n-1) + G(1- Exp(- XT)); Il cln)=cln-1)=c(n-2) (5-3)
and
A (n)=Exp(- X T).A(n-1) ; otherwise (5-b)

where T is the sampling fnterval, G Is the step size increase [factor, and

A <Al < Amax
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HARDWARE IMPLEMENTATION

|-CVSD Implementation

There s a wvarlety of IC CVSD encoders and decoders in coday's
semiconductor market. When both encoder and decoder are packaged inthe same
IC, It Is called an enCOder/DECoder, or CODEC. The CODEC IC used la this work
(s the MC3417 from MOTOROLA (See Appendix A for pin connections and internal
structure).  This tC operates In the haif-duplex mode, i.e., data can be
transmitted and received, but not st the same time. Based on this
speclfications, the system reported here is constructed as two remate
statlons each of them operates as a hslf-duplex encoder/dccoder.  That s,
ecach statlon consists of only one chip MC3417 and operates as a hall-duplex
transmitter/recelver.

Flg. 5, Hlustrates a block diagram for the MC3417 CVSD chip. ft can
be seen f{rom this figure that each chip consists of two separate parts, the
encoder and the decoder. Thc eacoder consists of a digital sasmpler and
estimate fijlcer {integrator). I[n addition, the encoder conslsis of an
slgortthm  logic circuit, filter, and pulse emplitude modulator. The digital
sampter and the estimate filter perform the LDM process shown in Fig. 1. The
algorithm loglc clrevit, the filter, and the pulse amplitude modulator
monitor and detect the amplltude change of the input Intelligence signa! ond
adapt the output of the Integrator to the amplltude change by modulating the
digital slgnal.

:_ ________________ f ;l‘:{'l‘: _____ s -: Digitot
N Polse A " 2 {
Analgy | 1) Digita | Atgorithal | Fivter | Potse Am] [ Cstimate B Rl
lapot ) Baompler Logic Cirl | Modulaton Vitler 1 |
i L
| { |
__________________________________ J
Fr-==T-----—-=-=—"- Y Y |
| L |
iglls Diglta Algueithn Pulse Am ;
Digital :> qlital . E’gq}c " ol Fillec | Puls i Calimale 1 | Anatoq
1npul, ' Sampler Cicol 1ur!.;|a!m Filter : Culput
e D e e e e e e e A, e e e e e EmeEe—,— e — — — —

Fig. 5, Block Diagram For MC3417 CVSD Chip.

In Fig. 6{s & b), sbrupt changes in the fntelligence signal are shown
In the digltal signal by long sequences of logic 1's or loglc 0’s, while non-
abrupt changes include alternating logic I's or logic 0’s. The algorithm
logic clrcuft detects abrupt amplitude changes of the intelligence signal by
comparing three coansecutive pulses of the digital signal. When three pulses
of the digital signal match lt Is considered an abrupt amplitude change, and
a pulse signal is output by the algorithm logic circuit (Fig.6-c). The [ilter
acts a8 an {nregrator, tntegrating cthe pulses from the algorithm logic
circuit inta ramp signals as shown in Fig. 7(a). The filcer outputs the romp
signal (contral signal} to the pulse amplitude modulator. The puise amplitude
modulator receives hoth the control signal and the digital signal as shown in
Fig. 7(b). The pulse smplitude modulator uses the control signal to modulate
the amplitude of the digltal signal. The modulated digitel signal {s used as
input to the estimate filter. The estimate filter integrates (he modulated
dlgits) signal, and outputs » ramp signal as shown in Fig. 2{c}. From Fig.
7(c), It can be seen that the integrated slgnal is Increased to match Lhe
change In amplitude of the input intelligence signsl in TFig. 6{a).

E.13
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The encodlng operation of the CODEC is illustrated in Fig. 8. In chis
flgure the Intelligence signal drives the non-inverting inpuc of the
comparator while the (eedback signal drives the inverting input. During each
Tr. clock, the compsrator compares the present voltage of the intelligence
signal with the feedbock signal. The comparator outputs o logic 1 or logic 0
to the D-type flip flop, depending on the voltage levels of the Intelligence
and feedback signals. The D-type flip {lop outputs the logle 1 or logic 0 as
a pulse at Q. Thls Is thie digital signal trensmitted to the receiver
(decoder). In the same time, the digital slgnal Is input to both cthe
algorithm logic circult gnd the pulse amplltude modulatgr. The algorithm
logic circuit outputs a pulse signal to the filter, and the Tilter integrates
the pulse slgnal into a control silgnal. The conteol signal is input to the
pulse amptltude modulator, where it is used to modulate the digical signal.
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The modulated  digltal signal is integrated Into che feedback sigaal by the
estimace (ilter nnd input to the comapsrator.

Digital Sampler

=1 Digitol Signal
' 9 9
Intelligence D 0 >
Signal /
!
J Clock
Feedbac
Signal ! !
Estimate Pulse Ampl | [ 1gorithm
. <*+—Modulator [ filter Logic
Filter Circuit
Fig. 8, CVSD Encoder Dlock Dlagram.
Oigital Sampler
Digital
-+
Input Signal ::::; q
CloLk
Neconstructed | Estimate ulse Ampl, Jgorithm
~~— odulatoc [ Filter | Logic
Outpul: Signal filter Ciccuit

Fig. 9, CVSD Decoder Block Disgram.

The decoder of the MC34)}7 consists of a digical sampler and an
estimate filter {Integrator). In addition, it also consists of an algorithm
loglc circuit, @ filter, and a pulse amplitude modulator (see Flg. 5). The
decoding  operation of the CODEC, shown in Fig. 9, may be explalned as
follows. The digital signol drives the non-inverting input of the comparator
while the Inverting input fs conncted to ground. This causes the comparator
to act ss a buffer, with the digictal slgnal inpuc co the D-type flip {lop
from the comparator on each Rv. clock signal. The digital signal Is output by
the D-type flip flop to both the olgorithm logic circuit ond the pulse
amplitude modulater. The algorithm logic c¢lrcuit output o pulse slgnal ta the
fllter where it is Integrated {nto a control signal. The contro) signal s
input to the pulse amplitude modulator, where ft Js uvsed co modulate che
diglte) signal. The modulated digital signal is Integrated by the estimate
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[ilter and output as the reconstruocted Incelligence signal. Note that the Rv,
clock signal used by the decoder must be exactly of the same [rcquency as the
Tr. clock s!gnal to accurately reconstruct the Intelligence slgnal.

Two clrcuits Identical to that Sllustrated In Fig. 10, were designed
and constructed. Switch Sy (normally open switch) connects pin 15 to +V ..
volt (Logic High) or zero volt {Logic Low) for either encode or decode
operation respectively. Switch S (cwo-way swltch) supplies  either the
digital data from channel (receive mode) to the decoder or the digital date
output from the encoder (transmit mode) to the channel. Switch S, disconnects
the snalog output durlng transmission mode. The three switches should be
ganged together so that their settings may be changed by only one touch.
Cepscitor Cj (0.1 UF,12 V)) provides a.c. coupling. Resistors R;, Ra, Ry, and

the reference voltage at pin 10 bias the Op Amp inputs to hall the supply
voltage for unipolsr (single polarity) operation. Resistop Rg and capacitor
Cn set the time constant of the estimate fliter to 10x10 “x0.1x10 "®» 1 m.sec.
Resistgr R~ anél capacltor C4 set the time constant of the syllablc f[ilter to
60x(0“x0.1x10 "°= 6 m.sec. (typlcal time constant valves of 6 to 50 m.sec sare
used In speech coding). Resistor Rg Is a pull-up resistor for the open
collector coincidence output. This output will be low whenever che content of

the internal shift register Is all ones or s}l zeros. Reslstor Rg adjusts the
loop gain of the CODEC end must be no larger than 5 KS2to maintain stability.

R LN Oiqgite] lresgt e
Dasngl
,l Dagite] Ol L Lo
Pumh in i — Clogs
el SUerodn
Talw
. .UN.)'_
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3 7 118 " l
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Fig. 10, Adaptive Delta Modolation CODEC
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(= 1/2TRC})) ; 1=1,2,3,1 (6)

The wansmitted signal is applied to the lowpass filter input. Thle output of
the Jowpass fliter is added to a white noise signal at the unity gain summing
amplifier. A SNR settings of 20dB, 15dB, J0dB, and 5dB can be sclected using
Ss.
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Fig. 11, Channet Simulstor Circuit

3-Ngis¢ Generator

White, or thermal, noise is the background hiss heard in radio signals
and telephone conversatlons. It is generated by the rsndom movement of
electrons in 2 resistor or semiconductor device. In this work, white noise is
simulated Dby 8 pseudonoise (PN) sequence  with a very long length.

Pseudonoise  sequence {l1] may be generated using the linear feedback
shift register shown in TFig. 12. Jt is made wup of 8 3-stage register, =
modulo-2 adder, and a feedback path fron the adder to the Input of the
register. The shift register operation is controlled by 3 scquence of clock
pulses (not shown). At each clock pulse the cantents of each stage in the
register s shifted one stage to the rlght. Also, at each clock pulse the
contents of stages X, and Xg are module-2 odded, ond the result is fed back
to stage |. The PN seqguence is defined to be the output ol the Jnst stage
(Xq). The fength of the PN sequence is deflned by

P2l -1 (7)

where n is the pumber of stages in the shift register. If stage X fis
initially filled with a one ond the remaining stages are filled with zeros,
j.e., the Initipl state of the register is 100, then It ¢an easily be shown
that the succession  of register states will be as f[ollows: 100, 010, 101,
110, 111, OI1, 001, 300. Since the last state correspoads to the inltial
scgte, then the reglster repeats the (oregoing sequence after 7 clock pulses
(2° - 1 = 7). The output sequeace from Xy ts 0010111.

A clrcult diagram for the constructed white noise source Is shown in
Fig. 13. It conslsts of three parts, PN sequence generator, lowpass filter,
and buffer amplifier. The PN sequence is generated by the chip HMS837 which
conslsts of a clock gencrator and a seventeen stage linear shift register.
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TWIS geaerator oOutpubts a random sequence pulses that repeats ltself after
2 - 1 clock pulses. White noise is generoted by lowpass filcering of the
random  sequence obtained (rom HMS837. A sccond order Infinite gain mvltiple
feedback lowpass fllter cousists of hall LF333, Ry, Ry, Cy, and Cq Is used

for this operation. The cut off frequency for this filter conflguration is
given by

o = /2T | RyR3C,C4) (8)

The whlte noise Is buffered by the bulfcr omplifier circuit consisting af the
second half of LF353.

Lineac Shift Register

—_—— e o o e v o ww e o e —— m e

g 5
) X, | X boXy Output
- FFa FF2 4 FF3 M -
t
; \ Sequence
- - o . .
feedback (
Signal

Fig. 12, Slmplified Block Diagram of PN Sequence Generator.
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€,=0.005VF 100V,

w — 10_ ¢
.y a L2 NT
<Y wmseyy L6 aT
3 Yhite Nol§
—_ L0yt |l a

Dulout

nrass

Fig. 13, Circuit Diagram for White Noise Source.

An experimental sample of the outputs from the clrcuit shown in Fig.i3
is illustrated $n ¥ig. 14. Fig. 14(a), shows the outpur from the PN sequence
generator and Fig 14(b) shows che corresponding output {rom the L.P.F., which
can be constdercd as a random sine wove slgnal.
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@

Fig. 14, Output From The Noise Source

4-Blt Error Countcr

Oac way to deterailne the effect of noise on the transmitced signal is
to meosure the bit error rate {BER). The BER is the ratio of the number of
Incorrect Dblts recelved Jdurlng transmjssion to the number of bits
transmitted. Therefore, the BER s determined by counting the number of bit
errogrs over 3 period of time, then the number of bits cransmitced s
determined by multiplylng the data rate of the cwransmlssion by the time
period of cthe count. Finalty, the number of bits in errors js divided by the
number of bits tronsmitted, i.e., BER = C/T R, where E Is (he number of bits
In error, T is the time period of count, and R is the data rate.

The circuit designed and constructed to count the number of bl errors
is shown in Fig. [5. It consists of a bit crror couvnter and 15 sec. timer.
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Iig. 15, Bit Error Countcr and 15 sec. Timer.
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a)Bit Error Counter: It consists of the chip CD4013 doal D-type flip flep.
The clock inputs of both [lip flops are tied togethcr sand connected to the
bit clock of the system. The Set inputs of both flip [lops are connected to
low loglc level. The output of the timer is XORed with high loglc level and
the output of the XOR gate CD4070 is conbected to both Reset inputs of the
flip flops. Therefore, during the 15 sec. pulse from the timer, both Set and
Reset inputs will be Jow, and the outputs of the (lip flops depend on the D
inputs snd the clock. The D Input of the first flip {lop Js connected to the
transmitted data while the D Input of the second flip flop is connected to
the received data. The Q outputs of both flip flops are XORed together to
form the final output. A pulse is generated at the output of the XOR each
time the data do not match (error occurs).

b)The 15 scc. Timer: It is based on the chip LM555 connected ss monostable
generator. When a negatlve trigger signal is applied to pin 2 through switch
56, a bigh ovtput pulse will appear at pln 3. The duration of this pulse |Is
controlled by Ry, Rg, C3 and C4 shown in Fig. I5 as;

Pulsc Dvration = }.) R C (10)
where R = R4 + Rg, and C = Cq//C4. For a matter of convepience, a LED is
connected la the cdimer clrcuit (lights durlng the 15 sec. pulse) to indicate

the error counting time.

4-Encryter/ Decrypter

Concryption, or scrambling Js the process of changing the digital
signal before it is transmitted. Deccryption, or unscrambling, is the process
of changing the encryptcd digltal signal to the original signal after
reception. The encryption/decryption circult uvsed fn this work is illustraced
in Flg. 16, It consists of an XOR gate at both the encrypter and decrypter
circuit and a synchronous random sequence (PN) signal applied to both. The PN
sequence slgnal Is taken (rom the PN noise generator of Flig. 13. At the
transmitter, the digltn]l signal (Fig.16-b) and the PN sequence signal
(Fig.16-c) are Input to an XOR gate. The output of the XOR gate (Fig. 16-d)
is the encrypted signal. The encrypted signal is transmitted to the receiving
station’s decrypter. The euncrypted signal (Fig. (6-d) and the PN sequence
signal (Flg. 16-e) are input to sa XOR gate. The output of the XOR gate is
the decrypted digltal signal (Fig. 16-1). Decrypting can only be done
successfully If the PN sequence signal to the decrypter is an exact and
synchronous replica of the PN sequence signal to the encrypter.

Pigital Slgnal

o«

Tyl f, ?

Arpuo7p (e) m

Lncrypled bl 3%
\a
Supmal DD—»
Decrypled oy L L

Gutpul
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J[imanm

AP verypler/Mrcryplec Circodd

I Seguerce Signal L)Digitat Sigaal

O\ Sequirrer Sigral

-

A oerypl el Supal
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Flg. 16, Encrypter/Occrypter Clreuit & Waveforms.
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Experimental samples of the inputs and outputs to che encrypter/decrypter
circuit are shown in Fig. 17. Fig. 17(a) shows the digital data input to the
encrypter and Fig. 17(b) shows the corresponding  cacrypted digital data.
Flg. 17(c) shows the digital data input to the encrypter at the transmitter
and Flg. 17(d) shows the corresponding  output from the decrypter at the
receiver. It can be seen from Fig. 17(c) and Flg. 17(d) that the decrypter at
the recelver provides an identical signal to the orlgingl signal input to the
encrypter at the transmitter.

It is important to note that encryprion/decryption process [s mainly
used for secure data transmission. This is due to the difficulty that an
unauthorised llstener would face in generating a syncbronised replica of the
PN sequence signal.

Fig. 17, Experimental Results From Epcrypter/Decrypter Circuit.
a)Digital Data Input to the Encrypter.
b)Digitsl Data Output from the Encrypter.
¢)Digital Dats Input to the Encrypter.
d)Digitel Data Output from the Decrypter.

EXPERIMENTAL RESULTS

A series of experiments were conducted to study the performance of the
continuously variable slope adaptive delta modulation (CVSD) system presented
in the previous section. The first part of these experiments was intended to
show the lideal operation of the system, whereas the second part of the
experiments was devoted to show the nonldea) operation, i.e., effects of
channel bandlimiting, additive noise, and encryptlon/decryption. Jn 2l
experiments, the recoastructed signal from the CVSD receiver was passed [0 2
programmable Jowpass filter, ao audio power amplifier, and a loudspeaker for
listening tests.

Fig. 18(a) shows an 800Hz, 2Vp-p sine wave signal wbich was applied to
the CVSD transmitter. [Fig. 18(b) shows the corresponding digitai data
transmitted st 32Kbps to the receiver. Fig. 19(a) shows the reconstrucied
output from the CVSD receiver, and Fig. 19(b) shows the reconstructed signal
after lowpass filtering with 2KHz L.P.F. Comparing Fig. 19(b} wich Fig.
18(a), it can be seen that the received signal is identical to the original
fnput signal, ) . :

c)
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As shown in the above experiments, quantisation onoise affects the
digital signal of the CVSD system, but not to the point of destroying the
reconstructed  signal. When the received signal was passed through the
Joudspeaker, the quantisation noise can be heard but with little or no effect
on the received slgnal. White nolse also affects the digital signal of the
CVSD systern. The recelved signal will not be affected unless the SNR on the
tronsmission channe! (s low.

In the following experlments, the speech signal was applied to the
CVSD trensmitter where it is converted to a digleal signal. The digltal
slgnal was transmitted to the channe! simulator circuit (Fig. I1) and
combined with the white noise signal from the noise source circuit (Fig. 13).
The comblned . signal was seat to the CVSD recefver, lowpsss filter, amplifier,
and Joudspeaker. The results are shown in Teble 1, Fig. 22, Fig. 23, Flg. 24,
Fig. 25, and Fig. 26.

Table 1, BER Versus SNR on Tronsmission Channel for the CVSD System
at Bit Rates of 32Kbps and 16Kbps Respectively.

Chaanel Bandwidth 20 KHz

Bit Rate (Kbps) 32 18

ISNR  (dB) 20 15 10 5 20 15 10 5
BER 0 0 0.011 0.081 0 0.005 0026 0.103

Fig. 22(a) shows the digltal data (ot bit rote of 32Kbps) wransmitied o the
chaanel and Fig, 22(b) shows the received digital data from the channel wich
SNR of 10dB. Fig. 23(a) shows the digital data {(at bit rate of 16Kbps)
transmitted to the channel and Fig. 23(b) shows the corresponding received
data from the channel with SNR of 15dB. Fig. 24(a) shows the original speech
signal bandlimited to 3.2KHz (part of the word ' ) which was transmitted at
a bit rate of 32Kbps with a SNR = [0dB on the transmission channel. Fig.
24(b) shows the corresponding received signal after Jowpass filtering with
3.2KHz L.P.F. Fig. 25(a) shows the orlginal speech signal (bandlimited to
3.2KHz) which wss transmitted at » bit rote of 16Khps with a SNR = (5dB on
the transmission channel. Tig. 25(b) shows the corresponding received signal
after lowpass filterlng to the original bandwidth. Fig. 26(a) shows the
original speech signal (bandlimited to 3.2KHz) which was transmitted at g bit
rate of 32Kbps with a SNR = 15¢B on the transmission channel. Tig. 26(b)
shows the corresponding recelved signal  after lowpass flltering to the
original bandwidth.

From Table ) and Flgs. 22 through 26, it can be seen that:

{-As the SNR oo the transmission channe) decreases, the BER jncreases.

2-The increase in BER is more pronounced in the 16Xbps case than in the
32Kbps case for the same SNR on transmission channel.

3-The distortion seen in the received slgnals illustrated in Figs. 24(b) and
25(b) 1s due to channel errors occured from che added white noise.

4-The recelved speech from the CVSD system at a bit cate of 32Kbps 2nd a SNR=
15 dB on the ctransmission chonnel is identical o the arlginal transmitied
speech signal (see Fig. 26). This result was confirmed by the listeners.

The immediate conclusion which can be drawn here is that, the 32Kbps
CVSD system requlres no more than [5dB SNR on the transmission channel (o
provide a speech quality identical to that obtained in ideal operation. On
the other hand, the 16Kbps CVSD system requires about 20d0 SNR on the
transmission channel to provide a speech quality ideatical to that abtained
from the same system in ideal operation.

. 53
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[ig.22, a)Digital Dats to Channel. Flg.23, a)input Data to Channel.
b)Digltsl Data from Chopnel b)Digital Data from Channel
With SNR = 1048B. With SNR = 15dB.

Fig. 24 a)Orlginal Speech Signal Fig. 25,8)Original Speech Signal
b)Recelved Signal from 32Kbps b)Recclved Signal fromm 16Kbps
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Fig. 26, a)Original Specch Signal  b)Received Signal [rom 32Kbps
Bandlimited to 3.2KHz. System & SNR-=15d8.
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Experiments similar to those conducted gbove were carried out to study
the performance of the CVSD system with data encryption. The results obtained
in the cose of Ideal operation (no restrections on channcl bandwidth) were
similar to those obtalned without dota encryption. However, for nonideal
operation, a channe)l bandwidth almost twice a8 much s that used in the above
expetiments was required to retsis identical results to thosc illustrated in
Table 1 and Figs. 22 through 26. This result i3 anticipated, since data
encrypclon spreads the signal bandwidth, l.e., Jncrgases the data rate on the
transmisslon  channel (see Fig. 17).

CONCLUSIONS

The continuously variable slope (CVYSD) adaptive delta modulation
system at two specific bit rotes (32Kbps and. 16Kbps) has been designed and
implemented using the MC34)7 chip [rom MOTOROLA. Allother circuits ( channel
simulatacr, bit errar rate cbunter, white noise source, and
encrypter/decrypter) required for the experimentatl performance study were
desfgned and constructed.

A hlgh quality speech reprgduction was obtsined at che bit rate of
32Kbps using noise corrupted transmlission channel with no more than 15dB SNR.
Despite the effect of quantisation nbise heard in the background, the system
provided intelligible snd good quality reconstructed speech gt the bit rate
of 16l1<bps using noisy transmission channel with 2048 SNR.

The system was found to be insensitive to data encryption, i.e., it
pravided similar performance o that obtained without data encryption.
However, the requiced ctransmission hanne! bandwidth was increased duc tothe
increase in the dasta bandwidth. This is the price to be paid for more secure
data transmisslon.

The 32Kbps system may find its epplications in commercial telephone
systems whereas, the 16Kbps systefn with dpta encryption may be suitable (or
secure military communlcations, in a hall dublex mode, over noisy channels.
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